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WINNERS AND LOSERS: THE EFFECT OF 
CUBA’S POLITICAL-BASED TRADING POLICIES

Matthew Q. McPherson and William N. Trumbull

In a perfectly free-market environment, trade be-
tween countries occurs when private actors in those
countries find it mutually advantageous to trade.
Governments are involved only in that they create
the market conditions that minimize transactions
costs, thus maximizing the opportunities for mutual-
ly advantageous gain. In the real world, of course,
governments do engage in all sorts of actions with the
intent to protect local industries or jobs or culture or
national security. Such actions reduce the possibili-
ties for mutually advantageous gain. Of all the issues
about which economists might agree or disagree, it is
probably safe to say that there is no greater consensus
among economists than that these actions, by and
large, reduce social wellbeing in the long run, what-
ever their political appeal.

Throughout much of the twentieth century, the
world was divided into two economic camps: social-
ist and capitalist. The capitalist economies undertook
in the second half of the century a steady movement
toward a free-market trading environment. As a re-
sult, there was a substantial surge in trade throughout
this period. Trade in the socialist word, on the other
hand, was not based on market realities but, rather,
on political and ideological considerations. One of
these ideological considerations was that there should
be as little trade as possible, that is, that they should
strive to be self-sufficient.

The bulk of the socialist world disappeared in Cen-
tral Europe in 1989 and with the collapse of the So-
viet Union in 1991. Transition to capitalism has ad-
vanced so far in Central Europe that many of the

former Soviet Bloc countries and the Baltic republics
of the Soviet Union entered the European Union in
May 2004. Meanwhile, the People’s Republic of
China has been undertaking a transition from the
planned socialist system to a market system since
1978. Only Cuba and North Korea remain solidly in
the socialist world.

Our focus in this paper is Cuba. Cuba’s trade in the
1980s was almost exclusively with the Soviet Union
and the other countries of the Council for Mutual
Economic Assistance (CMEA), the Soviet-dominat-
ed trading arrangement of most the socialist coun-
tries of Europe plus Cuba. Under this arrangement,
Cuba traded its sugar for Soviet oil at a preferential
rate that amounted to (along with other economic
and military aid) a subsidy of some four to six billion
dollars per year, according to the CIA Factbook.
With this Soviet subsidy, Cuba was able to deliver
rather handsomely on the state’s social compact with
the people to provide free, high quality health care,
public health, and education; to end rural poverty; to
maintain full employment; to provide blacks and
mulattos with equal access to all forms of employ-
ment and government leadership opportunities; to
provide food and housing at highly subsidized prices;
and to provide early retirement with a livable pension
(Gonzalez and McCarthy, 2004).

This comfortable trading relationship began to un-
ravel in 1989 and, by 1991 with the collapse of the
Soviet Union, it was no longer. Cuba’s economy
went into freefall; between 1989 and 1993, its econ-
omy contracted by about a third. Cuba was forced to
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develop new export products, including international
tourism, as well as to find new trading partners for its
traditional exports, especially sugar. Although it did
stop the freefall, Cuba’s recovery has been sluggish
and per capita GDP is unlikely to regain its 1989 lev-
el until 2009 at the earliest (Gonzalez and McCarthy,
2004).

In 2000, Cuba exported about 1.8 billion dollars and
imported about 3.4 billion dollars.1 Its main export
partners were Russia (16.9%), Canada (15.3%),
Spain (7.3%), China (4.5%), France (3.0%), Germa-
ny (2.6%), Belarus (2.3%), Netherlands (2.2%), Ja-
pan (2.1%), and Kazakhstan (1.8%). Its main import
partners were Spain (17.9%), Italy (7.8%), France
(7.6%), China (7.2%), Canada (7.0%), Brazil
(3.0%), Russia (2.5%), Germany (1.9%), Nether-
lands (1.8%), and Argentina (1.6%). These trading
partners accounted for over half of Cuba’s trade flows
(58.6% imports and 57.9% exports).

Though forced to participate in the capitalist institu-
tions of international trade in order to survive, Cuba
remains committed to socialism. Thus, its patterns of
trade are unlikely to reflect economic conditions of
free markets. Cuba imports because it must; it must
import oil for fuel2 and it must import foodstuffs be-
cause it is not self-sufficient in agriculture. It is devel-
oping its export sector in order to be able to import
what it must. All of these import and export deci-
sions are made by the government or are heavily in-
fluenced by it. For instance, much of Cuba’s current
oil imports are from Venezuela because of the close
personal relationship between Fidel Castro and
Hugo Chavez.3 

What is the extent of these non-market trade distor-
tions? Would Cuba trade more if trade were based
primarily on economic fundamentals? Would there
be losers in the sense that Cuba would trade less with
certain countries? 

To answer these questions we use the gravity model
of trade, which has been used to estimate trade flows
since the early 1960s (Tinbergen, 1962; Poyhonen,
1963). It is based on the assumption that trade can be
explained by size (GDP or GDP per capita) and dis-
tance (physical distance or various measures of eco-
nomic distance such as a common border, common
language, etc.). In various forms, it has been applied
in studies analyzing the border effect on trade (e.g.,
Helliwell, 1998; Helliwell and Verdier, 2001; Wolf,
2000; Anderson and Wincoop, 2003), the impact of
currency unions (Rose, 2000; Pakko and Wall,
2001), preferential trading agreements (Wang and
Winters, 1991), free trade agreements, and removing
trade barriers (Pakko and Wall, 2001).

In predicting trade potential, the gravity model has
been used in two different ways. In the out-of-sample
approach, the gravity model of trade is estimated ex-
cluding the trade flows of interest. The model’s pa-
rameters are then used to project natural trade rela-
tions between countries outside the sample. The out-
of-sample trade prediction approach has been used in
Wang and Winters (1991), Hamilton and Winters
(1992), and Brulhart and Kelley (1999).

The other strategy, and the one employed here, is
based on in-sample predictions (Baldwin, 1994;
Nilsson, 2000). In this method, a country pair under
examination is included in the sample. The residual
is then interpreted as the difference between poten-
tial and actual bilateral trade relations. Recent re-
search has highlighted the importance of white-noise
residuals when using this method.4 We utilize the
gravity trade model and use the in-sample approach
to estimate the trade distortion between Cuba and its
top 10 trading partners (both imports and exports).

Panel data, that is, periodic observations of the same
cross-sectional units of observations, opens up a vari-
ety of empirical modeling possibilities. The fixed-ef-

1. Trade statistics were obtained from Statistics Canada’s World Trade Analyzer dataset.

2. Initially, it had to import virtually all its fuel needs. But more recently it has been able, with foreign investment, to develop its do-
mestic production of oil to the extent that it is now able to produce all of its electricity with domestic oil.

3. Due also to this special relationship, Venezuela subsidizes Cuba’s purchase of its oil, with respect to both price and financing.

4. Egger (2002) shows when estimating trade potential between EU and former CMEA countries, that large systematic differences be-
tween residuals among country groups are not found when the proper estimation technique (one with white-noise residuals) is used.
Egger (2002) suggests that any systematic difference between observed and in-sample predicted trade flows indicates misspecification of
the econometric model instead of unused (or overused) trade potentials.



The Effect of Cuba’s Political-Based Trading Policies 

383

fects model relegates all time-invariant (that is, fixed)
effects into a constant term that is composed of one
part that is common to all cross-sectional units and
one part that is specific to each. With the fixed-ef-
fects model, it is possible to overcome the heteroge-
neity problem that often affects ordinary cross-sec-
tional analysis in which unobserved fixed effects bias
the estimates of explanatory variables with which the
unobserved variables are correlated. The effects of
heterogeneity bias can sometimes be quite severe.
Cornwell and Trumbull (1994), for instance, were
the first to apply the fixed-effects method to the eco-
nomic model of crime. They showed that accounting
for unobserved heterogeneity bias resulted in dramat-
ically lower estimates of the deterrent effects of crim-
inal justice variables, such as the probability of arrest.

A rather different panel-data method is the random-
effects model. Here, both time-varying and time-in-
variant variables are included in the model. Unob-
served individual effects are included in the error
term, but an assumption of this model is that the er-
ror term is uncorrelated with the variables included
in the model. In other words, random-effects does
not overcome the unobserved heterogeneity problem
when correlation does exist (as is almost always the
case) between included explanatory variables and un-
observed effects.5

An alternative to either the fixed-effects or the (ordi-
nary) random-effects models was proposed some
time ago by Hausman and Taylor (1981).6 This
method is a random-effects, instrumental-variable
technique that uses only information contained in
the model to eliminate the correlation between the
error term and the included variables (the cause of
the rejection of the random-effects model). As a re-
sult, estimation of time-invariant variables is possible
without compromising the estimates for time-vary-
ing variables. Thus, the most appealing characteris-
tics of the fixed-effects technique (consistent esti-
mates of time-varying variables) and the random-

effects model (the inclusion of time-invariant vari-
ables) are combined. Because of these beneficial char-
acteristics, we use the Hausman-Taylor estimation
technique in our analysis of Cuba’s politically based
trade distortions.

To recap, we are asking whether the peculiarities of
socialist management of the Cuban economy affect
trade. If Cuba had conducted trade as trade is nor-
mally conducted within a capitalist country, would
the total volume of trade have been different and
would trade with Cuba’s current top trading partners
be different than it is now? A question that we are
not asking is whether Cuba’s trade is affected by the
U.S. embargo. Not wanting to confound the two
questions, therefore, we assume no trade between the
U.S. and Cuba. Again, we only want to know the im-
pact of socialist management of the Cuban economy,
holding all else the same.

The remainder of the paper is organized as follows.
The first section contains a detailed description of
the methodology used and a description of the data
set. In the second section we summarize results. The
third section concludes and offers ideas for future re-
search.

DATA AND METHODOLOGY

The Hausman-Taylor method is an extension of the
random-effects estimator. We estimate the gravity
model as follows:

 

(1)

where  is the error term, assumed to have an ex-
pected value of zero and  is a country-pair-specif-
ic error term, assumed to have ,

, and . In addi-
tion  is an overall constant that is to be estimated,
X1 are the variables that are time-varying and uncor-

5. Since the fixed-effects estimates are consistent whether or not such correlation exists, the random-effects estimates can be compared
to the fixed-effects estimates to test whether it is appropriate to use random-effects. This test was developed by Hausman and Taylor
(1978). Empirically, the random-effects model is almost always rejected.

6. See, also, Greene (2003).
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related with ; X2 are time-varying and correlated
with ; Z1 are time-invariant and uncorrelated
with ; and Z2 are time-invariant and correlated
with . The main assumption of the Hausman-
Taylor method is that the explanatory variables that
are correlated with  can be identified.

We define the independent variable  as imports
of country i from country j in year t. The data set
contains annual trade flows between 101 countries
(see Appendix 1) for the time period 1996 to 2000.
In addition, we include trade flow between Cuba and
its top ten import and export partners. We eliminate
971 individual trading pairs due to missing data, and
the final data set consists of 9,250 country pairs (or
over 90 percent of the total observations). This trans-
lates to 46,250 usable trade-flow observations over
the five-year period.

The explanatory variables are divided into two
groups, those that change through time and those
that are constant.  is a 1 x 9 row
vector of country-specific variables that change
through time. These include standard gravity model
variables: GDPs per capita and the populations of
both countries.7 

We also include a variable to capture a Linder effect:
the absolute value of the difference in the partners’
per capita GDPs. This variable measures the eco-
nomic distance between trading partners. One hy-
pothesis of trade, the Linder (1961) hypothesis, pos-
tulates that countries export products that are similar
to those which they consume at home. In this way,
the country is able to minimize the risk associated
with the production of new products. The net result
is that firms will produce products for export which
will also appeal to the home market. Therefore, trade
is higher among countries that have similar tastes and
incomes.8 This is in contrast to other models of trade.
These argue that differences in factor endowments,

and not income, are determinates of trade. Since a
small difference in per capita GDP (in absolute val-
ue) indicates a country pair with similar income, we
expect this variable to be negative. The closer the
countries are in their economic development and in-
come (all else equal) the more they will trade.

Next, we include a measure of economic freedom for
each country, the Heritage Foundation’s Index of
Economic Freedom.9 In this index, a higher value in-
dicates less freedom. To measure economic freedom
and rate each country, the authors of the Index study
50 independent economic variables. These variables
fall into 10 broad categories, or factors, of economic
freedom: 

• Trade policy, 
• Fiscal burden of government, 
• Government intervention in the economy, 
• Monetary policy, 
• Capital flows and foreign investment, 
• Banking and finance, 
• Wages and prices, 
• Property rights, 
• Regulation, and 
• Informal market activity.

Findings by Baldwin (1994), Boisso and Gerrantino
(1997), and Hamilton and Winters (1992), among
many others, support an expectation of a negative co-
efficient for this variable. In addition, we include the
absolute value of the difference of the two trading
partners’ freedom index as a natural extension of the
implications of the Linder (1961) hypothesis: the
closer two countries are in terms of their freedom lev-
el, the more likely they are to trade. Thus, we expect
a negative coefficient.

Lastly, we include a variable to indicate both coun-
tries’ membership in a preferential trading agree-
ment. This variable is based on World Trade Organi-
zation (WTO) records. It includes properly

7. These data were obtained from the World Bank’s Development Indicators Database.

8. See, for example, McPherson, Redfearn, and Tieslau (2000, 2001), and Thursby and Thursby (1987) for recent support of the
Linder hypothesis in the context of the gravity trade model.
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9. These data were obtained from the Heritage Foundation / Wall Street Journal Index of Economic Freedom. http://www.heri-
tage.org.

http://www.heritage.org
http://www.heritage.org
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registered and recognized customs unions, free trade
agreements, and service agreements.10 In addition to
the multilateral preferential trade agreements, indi-
vidual trading agreements are included as reported by
the WTO. Member countries enjoy the benefits of
reduced transaction costs (such as tariffs), which
would presumably lead to higher levels of trade.11

However, Ceglowski (2000) and others find evidence
suggesting that free trade agreements have no effect
on trade.

is a 1 x 2 row vector of time-invariant country-
pair-specific variables. These include the direct-line
distance between capitals.12 This is a standard gravity
model variable that previous literature almost invari-
ably finds has a negative effect on trade. In fact, the
gravity model, in its most basic form, implies that
trade flows between two countries is a function of the
size (positive effect) and distance (negative effect). In
the vast gravity model literature, we are aware of only
one case in which the effect of distance has been
found to be insignificant (Egger, 2000). The ratio-
nale is that, in general, the greater the distance be-
tween two trading partners, the higher are transpor-
tation costs. Common border is also a standard
variable in the gravity model. As far as we are aware,
all previous gravity-model studies have found that
having a common border tends to increase trade,
over and above the effect from other determinants of
trade.13 

The presence of X2 and Z2 is the cause of bias in the
random-effects estimator. The strategy proposed by
Hausman and Taylor (1981) is to use information al-
ready contained in the model to instrument for the
problematic variables, X2 and Z2. Hausman and
Taylor show that the needed set of instrumental vari-
ables can be constructed as follows: 

1. We transform X1 and X2 into deviations from
their mean values over time for each country pair
(i.e., the group mean deviations). These group
mean deviations can be used as instrumental
variables. This is based on the same logic as the
fixed-effects estimator. The transformation to
deviations from the group means removes the
part of the disturbance term that is correlated
with X2.

2. By definition, Z1 is uncorrelated with the error
term and can therefore be included in the set of
instrumental variables.

3. The final set of instrumental variables is the
group means of X1 (as opposed to deviations
from the group mean used in step 1 above).
Since X1 is by definition uncorrelated with the
error term, the group means of X1 are, as well.
The model is identified as long as the number of
variables in X1 is greater than the number of
variables in Z2.

The selection of the variables that should be included
in X2 and Z2 is not obvious. Hausman and Taylor
(1981) suggest using economic intuition. For X2, we
select the absolute value of the difference in the level
of economic freedom for both countries.  is the
portion of the error term that contains all country
pair specific elements not included in the model, and
could easily be correlated with the relative levels of
economic freedom. For example, the absolute differ-
ence in the levels of freedom could be correlated with
other governmental or institutional characteristics
that either promote or reduce trade, such as a highly
stable (or unstable) political system or a tendency to
autarky. In addition, such factors as the availability of
trade credit could substantially affect trade between
nations and be correlated with the closeness in two
countries levels of freedom.

10. The included agreements are EC, BANG, ASEAN, ECO, GCC, LAIA, SPARTEC, MERCOSU, CEFTA, EFTA, CARICOM,
CACM, CIS, BAFTA, NAFTA, PATCRA, CER, EAC, CEMAC, WAEMU, MSG, COMESA, SAPTA, and AFTA.

11. See, for example, Aitken (1973), Fidrmuc (1999), Frankel, Stein, and Wei (1995), and Yu and Zeitlow (1995).

12. These data were obtained from Direct-Line Distances International Edition.

13. There is a literature which examines the effect of border on the decision to trade within a country or between bordering countries.
In this case, border has been found to have a negative effect on trade. For example, see Engel and Rogers (1996).

Zij
′
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The Linder variable (the absolute value of the differ-
ence in GDP per capita) is also included in X2. This
variable captures the differences in the wealth of the
countries. This variable could be correlated with 
because, for example, countries with similar wealth
levels could have similar demographic, geographical,
or cultural aspects which are included in , and
not explicitly included in the model. Further, this
variable could be correlated with the level of develop-
ment of infrastructure, consumer preferences, and
the ability to obtain hard currency. These are all fac-
tors which could determine trade flows, but are not
explicitly modeled and are therefore included in the
error term.

Therefore, it can be argued that these two variables
are the cause of the rejection of the random effects
model; each of these variables has the potential to be
correlated with other political, social, or economic
aspects not included in the model and captured by

. The test to detect this correlation is the Haus-
man-Taylor test. As we will see in the next section,
the Hausman-Taylor method eliminates this prob-
lematic correlation through the use of instruments al-
ready included in the model.

RESULTS

An F-statistic14 (to test for individual and time ef-
fects) indicates individual effects are present and
OLS is not an appropriate estimation technique.
Next, we test to determine if there is correlation be-
tween included variables in the random-effects model
and the error terms. If correlation is detected, the
random-effects estimator can be eliminated as a pos-
sible estimation technique. First we perform a Haus-
man (1978) test comparing the fixed and random-ef-
fects estimators.15 We conclude that there is
correlation between the included variables and the
error terms, and therefore fixed-effects is a better
choice than random-effects.

We then conduct an additional Hausman (1978) test
using the fixed-effects and the Hausman-Taylor
method to determine if the instrumental variable
technique has reduced the correlation that plagued
the random-effects estimator.16 We are unable to re-
ject the use of the Hausman-Taylor method and con-
clude that, of the two alternatives considered here,
the Hausman-Taylor estimator is the better choice.
That is, the problematic correlation between vari-
ables included in the model (X2 and Z2) and the in-
dividual component of the error term that intro-
duced bias into the random-effects estimator has
been greatly reduced through the use of instrumental
variables.

Trade Flow Estimates

Table 1 contains the parameter estimates from equa-
tion (1), the Hausman-Taylor method. All the signif-
icant parameter estimates are of the expected sign.
Using these results, we then apply the in-sample
technique to estimate trade flow potentials for Cuba
and its top trading partners. Table 2 contains the av-
erage residuals for each trade flow of interest over the
5 year period. The results are presented such that
positive (negative) values indicate unutilized (over-
utilized) trade potential. The information in Table 2
(panel A) suggests that Cuba has unrealized export
trade potential with Canada, France, Germany,
Netherlands, Spain, and Japan. All these countries
are developed economies with long histories as capi-
talist economies. In contrast, Cuba has excess trade
with Russia, Kazakhstan, China, and Belarus. All of
the countries which display over-utilized trade poten-
tial have a common socialist past. In the case of ex-
ports, it is quite clear that the driving force behind
Cuba’s trading patterns is political and not econom-
ic. Developed countries with capitalist histories
would be the winners if Cuba traded based on eco-
nomic fundamentals and the former socialist coun-
tries would be the losers.

14. We use a F[9228,36903] statistic to test if all of the individual effects are equal across groups. The test statistic of 206.44 is far larg-
er than the critical value, and we can conclude that there are indeed individual effects in the data and OLS estimation is not appropriate

15. A test statistic of 37.05 is far larger than the critical value of a chi-squared with 9 degrees of freedom.

µ ij

µ ij

µ ij

16. A test statistic of 1.57 (less than the critical value of 16.92) indicates the hypothesis that the individual effects are uncorrelated with
the other regressors in the model cannot be rejected.
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Similarly, Table 2 (panel B) contains results for im-
ports. These results suggest that Cuba has unutilized
trade potential with Argentina, Brazil, Italy, Canada,
France, Germany, Spain, and Netherlands. Further,
Cuba has over-utilized trade potential with China
and Russia. The implication of this trade distortion is
also very clear. The indication is, once again, a very
similar group of capitalist countries are the winners.
However, import losers are again past socialist coun-
tries, Russian and China.

Simulation

In order to demonstrate the influence of political ma-
nipulation on Cuba’s trade, we examine the effect of
Cuba’s freedom index value on the level of trade dis-
tortion. “Economic freedom is defined as the absence
of government coercion or constraint on the produc-
tion, distribution, or consumption of goods and ser-
vices beyond the extent necessary for citizens to pro-
tect and maintain liberty itself.”17 Freedom index
scores categorized as follows:

• Free—countries with an average overall score of
1.99 or less; 

• Mostly Free—countries with an average overall
score of 2.00 to 2.99; 

• Mostly Unfree—countries with an average over-
all score of 3.00 to 3.99; and 

• Repressed—countries with an average overall
score of 4.00 or higher.

Cuba’s freedom index was between 4.88 and 5.0 dur-
ing the period of observation (1996-2000). A value
of 5 indicates the highest level of repression possible
as measured by this freedom index. In the compara-
tive static exercise that follows, we decrease Cuba’s
freedom index score from most repressed (5) to re-
pressed (4), mostly unfree (3), mostly free (2), and
free (1). All other variables are held constant for
Cuba and each country in the sample. We reassess
Cuba’s trade distortion at each level of freedom. By
doing so, we attempt to isolate the effect of Cuba’s
governmental practices on its trading pattern.

Overall, as Cuba becomes freer, there is a substantial

increase in trade distortion, as measured by summing

over-utilized and under-utilized trade potential. Ta-

ble 3 contains the results of this exercise for Cuban

exports. As Cuba becomes freer (index value is de-

creased), the trade distortion with countries that it

under-trades with increases (at least until extreme

freedom levels). Similarly, trade distortion decreases

with countries with which Cuba over-trades. In other

17. Heritage Foundation /Wall Street Journal Index of Economic Freedom. http://www.heritage.org.

Table 1. Gravity Model Parameter 
Estimates Based on the Hausman-
Taylor Method

Constant -37,567
(1.40)

Per capita GDP 1 92.03***
(4.11)

Per capita GDP 2 57.52***
(4.11)

Population 1 0.009195***
(11.49)

Population 2 0.007854***
(10.14)

Freedom Index 1 -47,506*
(1.86)

Freedom Index 2 -42,350*
(1.67)

Preferential Trading Agreement 36,273
(0.93)

Absolute Value Difference of Freedom Index -82,629***
(4.14)

Linder Variable -36.44***
(3.56)

Distance -118.19
(1.20)

Border 2,129,399
(0.78)

Communist Past 31,089,884
(0.51)

Free-Market Past 6,695,771
(1.53)

Common Language -414,830
(0.35)

Notes:  
N=46,250; T=5.
See Greene (2003), pages 303-304 for explanation of the Hausman-Tay-
lor estimation technique.
* indicates significant at the 10 percent level.
** indicates significant at the 5 percent level.
*** indicates significant at the 1 percent level.
T-statistics are presented in parenthesis.

http://www.heritage.org
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words, as Cuba’s becomes freer (holding the current
trading pattern constant), there is a trend toward
greater trade distortion. That is, both over-trading
and under-trading potentials increase. This suggests
that a shift from trade based on political consider-
ations to economic fundamentals would result in
substantially less trade with former socialist trading
partners and more trade with open market countries.

For imports (Table 3, panel B), the same pattern is
displayed. For each country that initially has under-

realized trade potential, this potential increases. In
the case of Russia and China, the extent of overtrad-
ing increases very dramatically.

This exercise highlights an overall theme in Cuba’s
trade distortion as it relates to economic freedom. A
freer Cuba would lead to considerable shift in its
trading pattern. Cuba’s trading pattern would shift
from one based on political policies to one that more
closely resembles countries that trade based on eco-
nomic fundamentals.

Table 2. Trade Distortion (thousands of US $)
Panel A. Exports Panel B. Imports
Canada 36,941 Italy 33,303
China -221,011 Argentina 42,409
France 38,229 Brazil 32,533
Germany 37,463 Canada 32,606
Netherlands 38,552 China -231,154
Russia -168,519 France 33,908
Spain 43,711 Germany 35,098
Kazakhstan -158,637 Netherlands 35,304
Japan 36,784 Russia -107,798
Belarus -161,441 Spain 43,244

Table 3. Freedom Index

Freedom Level
Current level (5) 4 3 2 1

Panel A: Exports
China -221,011 -181,964 -239,483 -350,619 -462,071
France 38,229 36,580 38,719 45,403 53,011
Germany 37,463 35,823 37,953 44,404 51,946
Netherlands 38,552 36,830 39,049 45,505 53,225
Russia -168,519 -128,319 -186,404 -297,091 -407,067
Spain 43,711 42,410 44,303 50,401 57,925
Kazakhstan -158,637 -118,058 -176,749 -287,741 -397,825
Japan 36,784 35,223 37,267 43,379 50,731
Belarus -161,441 -121,101 -179,571 -290,397 -400,378
Panel B: Imports
Italy 33,303 31,487 33,885 40,784 48,468
Argentina 42,409 41,079 43,071 49,606 57,187
Brazil 32,533 30,718 33,608 41,087 48,730
Canada 32,606 30,694 33,869 41,538 49,377
China -231,154 -192,656 -249,363 -359,918 -471,136
France 33,908 32,167 34,484 41,237 48,821
Germany 35,098 33,410 35,666 42,187 49,744
Netherlands 35,304 33,603 35,871 42,234 49,794
Russia -107,798 -130,662 -188,589 -299,179 -409,120
Spain 43,244 41,952 43,902 50,586 58.154

Note: Note: Freedom levels can be interpreted as follows:
Free—countries with an average overall score of 1.99 or less; 
Mostly Free—countries with an average overall score of 2.00 to 2.99; 
Mostly Unfree—countries with an average overall score of 3.00 to 3.99; and 
Repressed—countries with an average overall score of 4.00 or higher.
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CONCLUSION
In this analysis, we examine Cuba’s trade distortion
and the implications of Cuba’s politically-based trad-
ing practices. We find evidence that Cuba, in gener-
al, has an unrealized trade potential with its capitalist
trading partners. In addition, we find that trade with
former socialist countries is greater than if trade were
based on economic fundamentals. In an attempt to
uncover how Cuba’s trading patterns would change
if Cuba moved toward a freer economic system, we
undertake a simulation exercise and show that as
Cuba becomes more free, the distortion in its trading
pattern increases. In other words, there is a general

pattern of increased trade potential with its capitalist
partners and decreased trade with its former socialist
patterns, as well as trade based more on economic
fundamentals.

An issue that was not addressed in this study is the
amount of trade displacement that would occur if the
U.S.-Cuban trading relationship were based on eco-
nomic fundamentals and not political factors. That
is, to what extent would free trade between the U.S.
and Cuba merely substitute for trade already occur-
ring with Europe? We leave this topic for future re-
search.
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APPENDIX A: COUNTRY LIST

Algeria Egypt Jordan Philippines
Angola El Salvador Kenya Poland
Argentina Ethiopia Korea Republic Portugal
Australia Fiji Kuwait Saudi Arabia
Austria Finland Madagascar Senegal
Bahamas France Malawi Sierra Leone
Bahrain Gabon Malaysia Singapore
Bangladesh Germany Mali South Africa
Barbados Ghana Malta Spain
Belgium-Luxembourg Greece Mauritania Sri Lanka
Benin Guatemala Mexico Sudan
Bolivia Guinea Morocco Suriname
Brazil Guyana Mozambique Sweden
Burkina Faso Haiti Nepal Switzerland
Burundi Honduras Netherlands Tanzania
Canada Hong Kong New Zealand Trinidad Tobago
Chile Hungary Nicaragua Tunisia
China India Niger Turkey
Colombia Indonesia Nigeria Uganda
Congo Iran Norway UK
Costa Rica Ireland Pakistan Uruguay
Cyprus Israel Panama USA
Denmark Italy Papua New Guinea Venezuela
Dominican Republic Jamaica Paraguay Yemen
Ecuador Japan Peru Zambia

Zimbabwe
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